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Differential privacy (DP) [14] has become a widely accepted framework for preserving privacy
of data subjects while enabling statistical analyses. The rapid rise of DP, and its quick transition
from theory to practice, has exposed the many open questions around how to deploy this framework
effectively. In particular, existing deployments have faced several hurdles and raised questions
related to risk assessment, parameter selection, communication, and interaction with other privacy
and security practices. Without finding compelling ways to answer these questions, we risk DP
failing to realize its promise, or, even worse, being used to privacy wash data systems without
actually offering data subjects with meaningful privacy guarantees.

We are excited to see NIST’s willingness to engage with these important questions within the
special publication, “NIST SP 800-226: Guidelines for Evaluating Differential Privacy Guarantees.”
We believe that the draft guidelines do an excellent job identifying many of these questions and
providing a structure within which readers can start to answer them. In particular, the guidelines’
explicit characterization of privacy hazards provides a set of actionable best practices that can
guide future choices. The presentation of these hazards (as short entry points into more complex
conversations) also make the document highly approachable.

In this comment, we identify opportunities for improvement within the draft document and
provide specific recommendations on how the guidelines can be improved. We believe the the
potential impact of this document is significant, as it can serve as the de-facto starting point for
individuals, organizations, and government groups interested in exploring differential privacy. Our
recommendations are aimed at maximizing this potential. Specifically, we suggest (1) expanding
the discussion around ϵ, (2) clarifying the intended use of the privacy pyramid, (3) replacing
the running example with something more compelling, (4) engaging with the social dimensions
of utility, (5) reworking the discussion on “human bias”, and (6) highlighting the importance of
communication in differential privacy deployments.

Themes Within Our Recommendations

While the suggestions that we make are specific—and, we hope, actionable— we first identify several
high-level themes that ground our recommendations. In doing so, we hope that these perspectives
can be applied iteratively as the draft guidelines continue to develop.
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(1) Understanding data as social artifacts. A tremendous amount of research within sci-
ence and technology studies (and related disciplines such as human-centered computing, so-
ciology, and communications) has documented the ways in which the collection, processing,
and meaning-making of data are inherently social processes [5, 6, 13, 18, 22, 32]. For example,
social processes shape fundamental decisions such as what data is collected and how that
data is collected, as well as seemingly minute decisions such as the formats in which data
are released. Similarly, the data shapes social contexts in which it is embedded. In other
words, data and its use are not neutral, but are laden with social values. Within the con-
text of this comment, we find embracing this framing provides an opportunity to re-evaluate
the approach of the “Utility and Accuracy” section (Section 3.2) and “Human Bias” section
(Section 3.3.2). Additionally, this framing highlights the need for social engagement around
the collection of data and the use of differentially private statistics—even when the technical
aspects of the privacy protections are approached competently.

(2) Developing vs. evaluating differential privacy deployments. The current draft
of the guidelines is ambitious in its scope, in that it aims to “help practitioners of all
backgrounds—including business owners, product managers, software engineers, data sci-
entists, and academics—better understand how to think about differentially private software
solutions.” While all these parties might have a vested interest in differential privacy, we
note that the point at which their interest is piqued might be very different. Specifically,
the process by which a differentially private data release is developed is very different than
the process of evaluating an existing differentially private data release. While the current
version of the draft highlights concepts that will be valuable to individuals participating in
both processes, this may create some confusion. For example, the current presentation of the
pyramid implicitly encourages a reader to think about a deployment by sequentially iterating
up through the levels of the pyramid. While this might be appropriate when evaluating an
existing deployment, it obscures the fact that a more iterative approach might be necessary
when developing a new deployment.

(3) The need for compelling case studies. Throughout the existing draft, we found the
opportunity for integrating two types of case studies. The first type of case study would
serve to illustrate the real-world impact associated with deploying differential privacy. This
is not achieved in the current draft; unfortunately the existing running example surrounding
pumpkin spice lattes risks minimizes the risks associated with real-world data processing
pipelines and misses an opportunity to present the stakes involved with privacy-sensitive
systems. Case studies in which potential harms are described will make the existing text
more compelling. The second type of case study highlights the use of the tools and strategies
discussed in the guidelines. Case studies that show how to apply the guidelines will lower the
barriers associated with their use.

Questions with which our recommendations engage.

The draft document contains six explicit questions for reviewer comment. While we do not organize
our suggestions specifically around these questions, many of our suggestions engage directly with
them. For convenience, we repeat these questions here with numbering system and annotate the
beginning of each suggestion with the questions to which our suggestion is most related.

(Q1) Does this publication have a clear and appropriate scope?

(Q2) Is this publication understandable for the intended audience?
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(Q3) Does publication provide a conceptual framework for understanding the uses and pitfalls
of differential privacy? Is there any guidance that is not well-founded?

(Q4) Is the differential privacy pyramid a helpful conceptual device?

(Q5) Are the privacy hazards described accurately? Should additional hazards be added?

(Q6) For topics where the research is inconclusive, were any key points missed from the litera-
ture?

About the Authors
We are a group of researchers at US universities who study differential privacy from a wide ar-
ray of perspectives. Our work tackles issues across the pipeline of differential privacy deployments,
including conceptual frameworks [43], algorithmic design and statistical inference [2,12,39], commu-
nication [7,10,27,28], practical hurdles [35,38], and policy perspectives [4,37], including conducting
a real-world DP release [23]. Collectively, we have expertise in security & privacy, cryptography,
statistics, machine learning, human computer interaction, communication, and science & technol-
ogy studies. We are particularly interested in understanding the barriers to deployment of DP and
advocating for holistic, context-aware approaches to overcome these barriers.

Suggestion 1: Expand the discussion around ϵ to engage with real-
world risks

(Relevant to Q3 and Q6)

Differential privacy is an established approach to address the privacy risks associated with statistical
analysis. Contextual and robust evaluation of the differential privacy guarantees requires grounding
them within these risk. This calls for (1) a clear and well-defined articulation of risks; and (2) an
interpretation of the guarantees in terms of the risks.. Without that, the evaluation might render
incomplete.

Privacy risks are formulated differently in different fields, such as law and computer science.
We suggest beginning with the definition of privacy risks as described in the technical literature on
differential privacy, characterized by attacks like reconstruction, attribute inference, singling-out,
and membership inference [34]. Articulating threat models and attack specifics within a concrete
deployment context can help clarify the implications of the differential privacy guarantee. This
particularly applies to the assessment of privacy loss parameters (e.g., ε, δ, ρ). Evidence suggests
that these parameters can be challenging to interpret [11,28], especially in rich and complex releases,
such as those that involve many queries or complex models. While the document discusses different
aspects such as the threat model (global/local, neighborhood datasets), we encourage NIST to
engage more deeply in with the meaning of ε, especially because there is no established consensus.

More concretely, we have two suggestions. First, we propose including a comprehensive and
structured discussion of those technical privacy risks identified in the literature. Second, we believe
that practitioners would benefit from guidance on how to relate privacy loss parameters to attack
parameters. Although this question is an active of research, we can still outline two emerging
threads on how to do that: (1) deriving theoretical bounds on attack success from privacy loss
parameters (see [3,9,29,34] for some examples); and (2) conducting empirical estimation of attack
success based on assumption on the adversary [25,26,29].

Case study of choosing privacy parameters or determining if a given privacy parameter
is appropriate
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Initiating a discussion on the meaning of ε within the publication would already provide value
to practitioners. However, to make these considerations more actionable and comprehensible, we
believe that a case study would be highly beneficial. Specifically, such a case study could illustrate
how to conduct a technical privacy risk analysis of a deployment in terms of attacks and select which
available tools (theoretical or empirical) could assist in interpreting the privacy loss parameters.

Suggestion 2: Clarify intended use of the privacy pyramid

(Relevant to Q1 and Q4)

In interrogating the privacy pyramid in Figure 1, we observe that it is easy to imagine it being used
as a conceptual device within multiple different settings:

– A pedagogical tool for a readers first learning about the multiple, interlocking assumptions
that underpin a differential privacy guarantee;

– A process oriented tool that is intended to guide relevant parties as they are designing a new
system which they intend to provide an differential privacy guarantee;

– An evaluative tool that should be filled out when attempting to understand the differential
privacy guarantee provided by an existing data release; or

– A comparative tool that should support someone attempting to choose between two different
differential privacy guarantees.

However, it is current form, it does not appear to be well suited to all of these tasks. For
example, while the privacy pyramid skillfully illustrates the different technical components of dif-
ferential privacy implementations and the degree to which differential privacy’s formal guarantees
rely on these components’ technical features, it does not lend itself to non-pedagogical uses. We
recommend ensuring, both in the text and in the figure, that the pyramid is a descriptor of the
technical guarantee and not an exhaustive description of every policy dimension needed to imple-
ment differential privacy. Moreover, NIST may also want to consider being more explicit in how
it expects readers to user this conceptual tool or expand this conceptual tool to be valuable in
multiple of these settings.

Differentiate between technical dependencies and order of operations
Settling on a particular differential privacy guarantee is often a consequence of considering different
possible “elements” of the pyramid as policy alternatives. These decisions are often made in an
iterative fashion (for example, when the Census Bureau changed from (ϵ, δ)-DP to ρ-zCDP, or when
they changed which queries would be answered at all). The structure of the pyramid may, however,
imply that decisions need to be made in a particular order (i.e., moving “up” the pyramid). In
practice, organizations may be required to reconsider alternative strategies on lower, previously
“established,” levels of the the pyramid to meet privacy and/or utility needs. Possible changes to
the pyramid include:

– Placement of “utility and bias”: while these evaluations are certainly important from an
implementation perspective, they do not imply any particular technical dependencies for the
DP guarantee. Do these necessarily belong as part of the pyramid?

– Ordering of “algorithms & correctness” and “unit of privacy”: once a threat model is specified,
different algorithms can satisfy DP guarantees for different units of privacy (for example,
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by group composition properties); however, what an algorithm does theoretically could be
divorced from its correct implementation. Does it make sense to separate theoretical algorithm
descriptions versus particular implementations on actual systems with pre-specified security
architectures, floating-point precisions, etc.?

Introduce a process oriented conceptual tool
The modifications that we proposed to the pyramid suggest that there are separate policy dimen-
sions to the different elements of the pyramid (i.e., comparing multiple pyramids with components
interchanged). These decision-making properties are themselves important for the pyramid; for
example, selecting a privacy loss budget based on a public datasource versus the confidential data
in question introduces a trade-off between a potential side-channel vulnerability and the ability to
contextually identify privacy, utility, and bias specific to the data processing task at hand. Simi-
larly, different modes of communicating about privacy loss and/or the decision-making process can
affect the pyramid as well (for example, does a particular privacy guarantee sufficiently meet user
expectations for data protection?). Incorporating dimensions like these suggests that the pyramid
could be “annotated” at each level with considerations about how an organization might choose be-
tween different versions of each pyramid layer. Moreover, by framing the considerations as specific
policy questions, the guidance provided by NIST will remain sufficiently objective for comparing
different DP guarantees to one another and the degree to which they align with particular formal
privacy and/or data utility goals.

Case study of using the privacy pyramid
Finally, we observe that there is an opportunity to include a case study in the document on how
to “apply” the privacy pyramid to a particular deployment of differential privacy. This case study
could either be a real-world deployment if there exists a real-world deployment that NIST feels
comfortable including in the document. More likely, a synthetic use case could be fabricated that
is similar but distinct to an existing deployment. A version of the pyramid in which the concrete
choice made for each brick could be shown. If NIST intends for the pyramid to be valuable in the
comparative setting, then a second version of the pyramid could be prepared and a comparison
could be done.

Suggestion 3: Make the running example more compelling

(Relevant to Q3)

Within the cryptographic community there is an increased effort to shift the descriptions of
technologies from toy examples (e.g., “Alice wants to send a message to Bob”) into more plausible
examples that make the stakes of a technological deployment more tangible. This shift is commonly
attributed to Phil Rogaway’s On The Moral Character of Cryptographic Work [33] and mirrors
other scholarship highlighting the importance of emotional context when it comes to legitimizing
the importance of privacy [40]. Rogaway highlights that the ways in which we frame problems
has led to a shift in the types of problems on which the cryptographic community works. Heeding
this call to action there have been a number of efforts to shift the norms on the examples used
within the cryptographic community. For example, Glencora Boradille has recently written a new
cryptography textbook titled Defend Dissent, which integrates examples of the ways in which
cryptography can be used to protect the rights of people around the world. There are other similar
shifts playing out in the security research community, including the ACM CCS suggesting that
authors use names that reflect a greater array of the people in the world in their submissions (e.g.,
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instead of Alice and Bob, use Alvarez and Bano), which can also be an opportunity to highlight
communities who are most impacted by surveillance’s harms [1].

It is in this spirit that we encourage a reworking of the current document to use a more con-
crete running example of a differential privacy deployment that engages with real harm. The
current running example, regarding pumpkin spice lattes, might provide a convenient mathemat-
ical abstraction, but risks trivializing the purpose of using differential privacy in the first place.
We believe that this change could be relatively lightweight and considerably increase the ways in
which the document would resonate with potential audiences. Indeed, several other NIST docu-
ments take this more “impact first” approach to discussing privacy technologies [16,17]. Moreover,
the document actually already contains several examples of differential deployment that are more
emotionally evocative in Section 2.4: protecting browsing history, taxi ride data, and electricity
use. While a slightly more complex approach, these examples could also be expanded into full case
studies that could recur throughout the more technical discussions.

Suggestion 4: Engage with social dimensions of utility

We appreciate that the draft guidance highlights the distinction between accuracy and utility, as
there is a tendency among researchers to use these two words interchangeably. We feel, how-
ever, that there is an opportunity to further clarify the difference between accuracy and utility,
particularly by expanding the discussion about utility.

Utility is currently described as “how useful a dataset or statistic is for a specific purpose.” This
simple and elegant definition risks obscuring the social dimensions of utility and the ways in which
specific purposes may vary significantly based on the data user and context. For example, utility
may refer to the usefulness of a statistic in learning a population-wide attribute (e.g., rate of a par-
ticular medical condition among a subpopulation), or it could refer to something more ambiguous,
like the ways in which the statistic (or set of statistics) can help inform policy around allocating
federal funds in an equitable manner [41]. Put another way, the reason that there is no general
solution to measuring utility is not only because utility is a multifaceted concept, but because
it is an inherently social concept which may not permit meaningful, mathematical measurement.
Moreover, because a statistic may be used post-publication in several decision making pipelines (as
the current text acknowledges), it may be impossible to quantify utility in advance—an argument
that has been made in previous research [24]. In order to address the social nature of utility, we
suggest reworking its definition to more holistically capture how it refers to the usefulness of a
dataset or statistic for various societally-beneficial purposes. Under this more nuanced definition,
the guidelines should also note that utility may not always be easy to cleanly measure and requires
both qualitative and quantitative engagement with data users.

Another way in which the current text could be updated to engage with the social nature utility
is to expand the discussion in the “Metrics for Utility: No General Solution” subsection to include
qualitative approaches. Specifically, there may be a significant number of cases where qualitative
analysis methods will be much better at establishing the utility of a differential privacy deployment
(either proposed are already realized). For example, it may be useful to collect qualitative data
from people impacted by differentially-private data releases to better understand the impacts of
a data release on various communities, data users, and society at large. Using this qualitative
epistemology will permit rigorous analysis in settings where quantitative metrics are fundamentally
limited.
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Suggestion 5: Re-frame discussion on “Human Bias” towards “Hu-
man Factors”

(Relevant to Q2 and Q5)

Section 3.3.2 introduces the idea that the structures surrounding the data can impact the
data itself. This is a critical observation that is too often overlooked within communities that
are primarily focused on technology. The existing text highlights two known examples of “human
biases” that can impact the ways that data is received: (1) the intentional injection of randomness
can undermine trust in the data release, and (2) structural requirements on the “shape” of the data
may demand postprocessing. We are excited to see this observation included in the document and
believe that there is an opportunity to expand and improve this subsection.

While we understand that the term “Human Bias,” along with taxonomizing bias into Sys-
temic, Human, and Statistical, is inherited from NIST’s recent Special Publication on Bias and
Artificial Intelligence [36], the phrasing may be misleading in this context because of the negative
valance associated with the word bias. The phrase “human biases” implies that there are factors
that prevent human beings from seeing the facts for what they are—that is, there is a normative
understanding that it is possible to be better in a particular circumstance if it were not for the
mistaken reasoning of humans. In this context, however, we note that the two examples outlined
in the text are not inherently instances of “bias.” For example, if post-processing is not applied
to a data release it may make the data release itself effectively without utility, as it may not be
interoperable with existing tools or pipelines (which may be too expensive to replace). Similarly,
the noise injected in a dataset might be calibrated in a way that the data release no longer has
utility for certain tasks, i.e. the privacy parameter is set to high to preserve utility.

Instead, we propose that the existing text should be reformulated to emphasize that the struc-
tural, socially-created restrictions on data are unavoidable and are something that should be reck-
oned with explicitly. Put another way, data creation and processing is always the product of social
processes [18,32], and differentially private data releases are no exception. These constraints shape
what is possible for a differential privacy release, assuming that maintaining the utility of the data
release is required.

Embracing this reformulation also provides the opportunity to discuss other “human factors”
that might drive decisions when developing deployments of differential privacy. For example, the
document could discuss the ways in which data has affordances [30]—an acknowledgment that the
ways in which data is created, presented, described, and processed naturally lends the data to use
in different ways [42]. This is true both in terms of the computation that can be done with the
data (e.g. presenting data a particular file format, rounding numbers to be “reasonable” by typical
data consumer standards, or choosing to generate synthetic data instead of tabular summary data
can push data consumers into using it in particular ways) and in terms of the arguments that can
be made with the data (e.g. choosing to explicitly include or exclude error metrics).

Including a Case Study

Another useful tool for exploring the impact of structural and human factors on differential private
data releases would be to include a case study. The existing text appears to be referencing the
impact of these factors on the U.S. Census Bureau’s 2020 data release and the complex effects
on accuracy due to post-processing. The reference to this complex data release is apt for readers
with a deep understanding of this existing case study, as significant amounts have been written
about it from both sociological and technical perspectives [7, 8, 15, 19–21, 31, 41]. However, there
is a risk that an uninitiated reader will not understand the immense impact of these factors, the
unavoidable nature of these constraints, and the risk associated with ignoring them. While the

7



details of the 2020 Census disclosure avoidance system are likely too complicated (and, perhaps,
too controversial) for this document, we suggest that a “toy” example could be synthesized.

Suggestion 6: Expand Discussion of Sociotechnical Considerations

We suggest expanding the discussion around the sociotechnical considerations of making a DP
deployment. We realize that due to limited visibility of DP deployments in the private sector,
it may be difficult at this time to fully understand the space of considerations that should be
recommended. That said, we suggest using examples with more documentation (e.g., Census,
Wikimedia) to generate a set of questions that organizations deploying DP might want to consider
prior to the deployment. In particular, these questions would help facilitate more productive
conversations around specific deployment decisions, how the data should be used moving forward
considering added noise was added, etc. Some of these questions might include:

– How does DP re-orient the data release pipeline, as experienced by data subjects and data
analysts? In some cases DP enables data to be released that previously were not available,
while in others, DP introduces a new source of noise that previously was not present in the
data. Data users and other stakeholders may have different concerns and responses to DP
based on the answer to this question.

– What are the threats that DP is intended to thwart in the specific use case, and to what extent
do those align with data subjects’ concerns? We suggest that clear communication around
the intended purpose of DP, beyond just ‘protecting privacy.’ Additionally, some discussion
of how this intended purpose aligns with data subjects’ concerns will make it easier to figure
out whether DP is the right tool for the specific use case, and when it is, ensure smoother
communication.

– How might DP impact data release timelines and the costs associated with data release? As
we witnessed in the Census use case, delays in releasing data that resulted from hammering
out the differential privacy machinery was cause for concern for some groups of data users.
Hence, organizations should consider timelines in advance, and communicate those clearly
to preempt downstream communication issues. Additionally, using differential privacy is not
without costs, as external expertise must sometimes be acquired to construct or validate
software.

Conclusion

As researchers in the differential privacy community, we are excited to see NIST’s guidelines around
evaluating this technology and its claims around privacy and utility in real-world settings. In this
comment, we offer suggestions to improve the accuracy and depth of these guidelines. In particular,
we recommend (1) expanding the discussion around privacy-loss parameters, (2) clarifying the uses
of the privacy pyramid, (3) using more compelling and realistic examples, (4) engaging with the
social dimensions of utility, (5) reorienting the discussion on human bias, and (6) highlighting
the importance of communication. With these improvements, we believe the draft will be able to
provide more thorough guidance for parties seeking to evaluate differential privacy deployments.
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